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WHO IS TO JUDGE HOW WELL OTHERS SPEAK ?
AN EXPERIMENT WITH THE ACTFL/ETS ORAL PROFICIENCY SCALE

David Barnwell
Columbia University, New York

1. The past few years have seen increasing interest in the
use of proficiency ratings in the measurement of second
language proficiency. A large number of workshops and
training sessions have been held in a bid to bring the news
of proficiency testing and teaching to a wider audience, and
a considerable literature has grown up around the topic of
proficiency. However, we still lack a convincing body of
empirical research on the proficiency measurement now most
widely used in the American academic setting, namely, the
ACTFL/ETS oral interview.

The comparatively weak empirical base of the
ACTFL/ETS scale stems from the very genesis of the oral
interview. As is well known, the ACTFL/ETS procedure has
its roots in the Foreign Service Institute oral interview.
the ACTFL/ETS scale was developed in response to the need to
adapt the FSI scale to use at college and high-school level;
it is, in Liskin-Gasparro's (1984, 477) words, an
academic version of the government scale". As an offshoot
of the FSI oral interview, the ACTFL/ETS interview has
pp;-haps benefitted unduly from the FSI interview's long and
successful history. It is striking, for example, that when
arguing for the reliability of the oral interview, Liskin-
Gasparro cites no study on the ACTFL/ETS scale. Rather does
she refer to work on the FSI scale, without speculating on
the degree to which FSI findings can be transferred to the
ACTFL/ETS scale.

Given the close relationship between the ACTFL/ETS and
FSI scalps, it is worthwhile briefly to review some of the
published research on inter-rater reliability in the FSI and
similar oral interviews. In fact, inter-rater reliability
has been high at FEI since the earliest days (Rice 1959).
According to later studies, the two FSI judges agree to
within a (+) of each other in 95% of cases (Clark 1978,
,58-69), or at rates ranging from 87% to 92% (Adams 1978).
Bachman and Palmer (1981) computed. FSI inter-rater
reliability at .88.

Of course the raters used at FSI are highly experienced
and enjoy many opportunities to practice their trade. It is
thus interesting to review the kinds of reliability figures
reported for less experienced or non-specialist raters. A
number of studies of oral rating have used raters who had
not received FSI training, but who had learned to employ
the FSI scale through informal training and exposure to FSI
materials. Henning (1983) cites an inter-rater reliability
figure of .93 on what he calls an "improvised FSI
interview". Shohamy reports an inter-rater reliability
value of .98 on FSI-type interviews in Hebrew (1983). Graham
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(1978) found an inter-rater agreement rate of 93% in oral
interview work at the Language Training Mission in Utah in
the 1970s. Other studies, such as Clifford (1978) showed
that oral interview reliability could be just as high as
that found on the more 'objective' MLA Proficiency Tests.
Schulz (1977) and Bartz (1979) working with non-interview
oral communication tests, found inter-score agreement to
be very high.

FSI itself has undertaken interesting research in this
area. Frith (1979) describes a study in which a group of
non-specialists in rating participated in a two-day FSI
training course, and afterwards rated a number of sample
interviews. They reached a level of agreement of 847. with
trained FSI raters over the firsc eight interviews they
rated, and this subsequently rose to 96%, with the benefit
of consultation with FSI training personnel. Perhaps more
impressive was the performance of a parallel group used in
this study. These did not attend any training session at
FSI, but merely studied an FSI training kit and listened to
sample interviews. Rating independently, they too reached
a concordance of 84% with the FSI raters over the first
eight interviews, and this improved subsequently to 947. with
the aid of consultation with the trainers.

Thus it can be seen that there is a lot of published
evidence regarding the the ability of raters, be they
formally or informally trained, to operate the FSI rating
scales reliably. However, as indicated earlier in this
paper, there is nothing like corresponding evidence on the
ACTFL/ETS scale.

As is well known, the ACTFL/ETS variant introduces
new subdivisions at the lower end of the scale. In this
light, it should be remembered that any attempt to fine-
tune a rating scale incurs the risk of diminishing
reliability. Put simply, the more options that raters are
given to choose among, the more chances they have to
disagree with each other. Thus it seems clear that the
degree to which the ACTFL/ETS scale can be used reliably
should not be taken on trust, especially tn view of the
ambitious goals which have been put forward for proficiency
testing (Buck and Hiple 1984). The extent to which raters
can make reliable use of the ACTFL/ETS scale is a valid
topic for research, and can no longer be taken for granted.

2. An experimental study on the use of the ACTFL/ETS
scale.

In view of these considerations, it was decided to
conduct an experiment which would yield information on the
operation of the ACTFL/ETS scale. The primary data for this
study were gathered from a series of oral interviews in
Spanish, conducted at the University of Pittsburgh. The
students interviewed--the candidates, as they will be called
here--were drawn from a wide range of undergraduate classes
at the university, ranging from Spanish 1 to Advanced
Composition and Conversation classes. Participation was
entirely voluntary. Interviews in Spanish with these
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students were recorded in the Language Laboratory of the
University. These interviews lasted an average of about
fourteen minutes. Care was taken not to allow the students
be identified from the recordings.

The interviews were all carried out by the author of
this paper, who closely followed the ACTFL/ETS guidelines
for interviewers (Liskin-Gasparro 1982). The researcher had
had extensive experience, both as a teacher and tester,
in using oral interview techniques, and had participated in
several workshops in which the ACTFL/ETS procedures wer
used and discussed. None of the candidates was a student of
the researcher. Twenty-six interviews in all were carried
out, with students drawn from a very wide range of classes.

The raters used in this investigation numbered seven,
all teachers of elementary or intermediate Spanish classes.
Three were native speakers of English, three others were
native speakers of Spanish, while the seventh was a
Spanish-Portuguese bilingual. None had received formal
ACTFL/ETS training. Since the primary focus of this study
was on rating behaviour, it was decided to separate the
functions of interviewer and rater. Thus one variable could
be eliminated from the research, since different
interviewers, especially inexperienced ones, might reach
different levels of competence. The focus was on how much
rating agreement could be achieved, not on how well the
interview itself could be conducted by informally trained
personnel.

There are probably both advantages and disadvantages to
the use of raters who evaluate from recordings, without
actually taking part in an oral interview. On the positive
side, such raters can devote all their attention to the
rating task, without having to worry about how to conduct
the interview. As the raters used in this study were
inexperienced, it was seen as an advantage that they could
concentrate on the rating.

Nevertheless, raters who are not also acting as
interviewers do not have the opportunity to probe a
candidate with questions and topics that the interviewer
might have overlooked. It could be suspected that those who
rate from recordings would rate more severely, since they
have more time to notice errors, and have no affective
interaction with the candidate. However, Lowe's study on
the 1-7SI scale showed, on balance, that there appeared to be
no fundamental difference between the rating behaviour of
these 'third raters' and that of those who actually
participated in interviewing candidates (1978). Similarly,
Ingram (1982), working on an Australian counterpart of the
ACTFL/ETS scale, could find no easily generalizable
differences between the rating behavior of those who
participated in interviewing and those who did not.

Before undertaking the rating process, the raters used
in this investigation were given a brief period of training.
They were first issued with descriptions of the aims and
procedures of the oral interview technique, using materials
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such as provided in the ETS Oral Proficiency Testing Manual
(Liskin-Gasparro 1982). Having familiarized themselves with
the interview format, as well as the detailed operational
descriptions of each level, the raters met as a group for
one training session of about two hours. At this session
they listened to a selection of taped interviews supplied by
ETS and FSI. Eight tapes were played, either in full or in
part. Since official ETS and i-SI ratings were available fcr
each interview, these ratings were used as criterion
references in the discussion.

Independent rating began about a week after the
training class was held. Three group rating sessions were
held, each lasting about two hours. For administrative
reasons, seven recorded interviews were played at each
session, thus producing a total of twenty-one interviews to
be evaluated by the seven raters. The raters listened to
each interview and then gave their rating in writing. The
raters were not permitted to discuss their ratings with each
other or to announce their ratings before they turned them
in. The researcher made no ratings, and did not seek to
influence the rating performance in any way.

3 Findings
Two types of correlations were established as a means

of measuring the degree of agreement between raters.
Firstly, raters were administratively divided into all
possible pairs yielded by the group as a whole--forming
twenty-one pairs. The concordance between the two raters in
a pair was then assessed. In addition, the agreement
between each individual rater and the group as a whole was
measured.The seven raters used in this experiment can be
seen, as has been said, as forming twenty-one pairs.
Twenty-one interviews were rated, giving a total of 441
paired ratings of interviews. Following Adams' (1978) work
with the FSI Scale, the concordance between the two raters
in each pair was categorized as follows: Perfect Agreement,
Acceptable Disagreement (defined as occurring when raters
disagreed by one sub-division of the ACTFL/ETS scale), and
Total Disagreement. In the present case, 41.5% of the
paired ratings showed Perfect Agreement, 44.9% showed
Acceptable Agreement, and 13.6% were in Total Disagreement.
In other words, some 86% of paired ratings showed a basic
agreement on the part of any two raters. This figure can he
compared to those cited by Adams, who reported basic
agreement rates of around 90% in her work with the FSI
scale. Only very rarely in the present case were
disagreements bigger than one subdivision of the scale
prooLxed. The majority of disagreements were within a
particular level rather than across levels.

More statistically formal correlations between ratings
were also computed (1). Of the twenty-one pairs of raters,
correlations were in excess of .90 in two cases, between .80
and .90 in fourteen cases, and between .70 and .80 io four
cases.The remaining pair inter-correlated at .58. When each
individual rating was correlated to the group average, six
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of the seven yielded values of .90 or over. The seventh
rater showed a correlation with the rest of the group of
.81. Since the mean of this rater's ratings was somewhat
lower than those of her colleagues, it appeared that she had
been consistently more severe in her judgments than were the
other raters.

Conclusions
The study reported here, informal and exploratory as it

was, fills a gap in the literature on proficiency testing.
It provides empirically-generated findings on the degree to
which the ACTFL/ETS scale can be reliably used by i cormally
trained personnel. The findings show a high degree of
concordance among raters. Comparatively inexperienced
raters reached acceptable levels of agreement in the great
majority of cases. Given some minimal training in order to
familiarize themselves with the scale to be used, it
appears that people can judge how well others speak. This
is not a revolutionary discovery. Indeed, Ingram, in his
quite large-scale research in-Australia, reported similar
findings, leading him to expresa the belief that "the
instrument may be used even by lay persons without special
training". As was seen in our earlier review of findings on
the FSI scale, there is a lot of evidence that raters do
not need very protracted training periods before they can
begin to rate reliably. The present study now confirms this
observation in the case of the ACTFL/ETS scale. It seems
that the greater sensitivity of this scale, as compared to
that of the FSI scale, does not compromise raters' ability
to agree on the level to which a candidate should be
assigned.

Recent work on language proficiency has tended to
stress the notion of proficiency for what Rurpose, the
Function aspect of the ACTFL/ETS trtsection. We now see
references to the need to test the specific proficiency of
groups such as bilingual teachers or medical or business
personnel (Buck and Hiple 1984). It will also be remembered
that the FSI test itself grew out of the need for a test of
a candidate's ability to function in a certain (diplomatic)
milieu. Were the interest in special types of proficiency
to be maintained and developed, we would experience a need
for more and more rating personnel who were drawn from the
general population, from outside the confines of academic
or measurement institutions. Almost by definition these
people would have little background in language teaching or
testing. Bodies which used these raters would consequently
be faced with the choice of how much and what kind of
training to give before accepting their judgments as
reliable.

Even if specialized forms of proficiency testing never
evolve, we are still faced with the need to incorporate
more native speakers into the development of the generic
test. There were several references to "the native speaker"
in the 1982 ACTFL/ETS oral proficiency scale, perhaps less
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so in the 1986 update. it is far from clear how many non-
academic native speakers were involved in drawing up the scales.
This raises one of the central paradoxes of foreign language
testing, one which has been in evidence since the days of
Audiolingualism and even before. For the fact is that the more
"sophisticated" or "technical" are our language testing
procedures, the more they diverge from the kinds of judgments
that native speakers really make. This is true of the ACTFL/ETS
oral proficiency interview. The training and certification
process for interviewers is at present quite costly in terms of
time and money, and we really have no information as to how or
why it was decided that such expense was necessary. How much
training does the average native speaker get ? Thus, if the
ACTFL interviewer decides one speaks Spanish badly but the barman
in Madrid appears to think one speaks rather well, who is to
be believed ? Who is the expert ? And what does it mean to be
an expert in language testing ? One does not learn a language
in order to talk to one's teacher, nor to one's ACTFL
interviewer. The domain of proficiency is outside the
classroom, indeed outzirle the testing milieu itself. We cannot
continue to claim to gauge proficiency without seeking input from
the "naive" native speakers with whom we hope our students will
one day interact. The optimal quantity and quality of training
needed by foreign language proficiency testers is a question that
remains amenable to empirical investigation. For now, all we
can do is reiterate that this study, like many others, has
shown that long periods of training are not needed to teach
people to judge how well other people speak. Other people should
therefore be the judges of how well we speak, not other language
teachers or testers.

r-nnTNOTE

1. In the present study, numerical eqivalences to the verbal
ratings were assigned on the basis of allotting a value of zero
to the lowest point on the scale, Novice Low, and proceeding
through increments of one up to the highest point, Superior,
which received a value of 8. Correlations were then calculated
betweeen the ratings (Guilford 1954, 395-7). The whole question
of how verbal ratings should be converted for statistical
analysis has been passed over in the literature on proficiency
testing. The statistical treatment of non-parametric scores has
implications for the interpretation of reliability data. Indeed
it is a criticism of FSI interview research that no one has
pointed out that to some extent high reliability figures may be
an artifact of researchers' failure to distinguish intra-boundary
from inter-boundary disagreements. However, a justification of
the procedure used in the present study may be found , Ingram (1982).
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F

Table 1:

JJ

Correlations between Raters

AW MS GA MC PI RG

F 1 .951 .967 .926 .929 .951 .900 .811
JJ .951 1 .902 .867 .854 .873 .838 .815
AW .967 .902 1 .809 .884 .957 .812 .775
MS .926 .867 .889 1 .850 .854 .748 .847
GA .929 .854 .884 .850 1 .826 .800 .777
MC .951 .873 .957 .854 .826 1 .861 .723
PI .900 .838 .812 .748 .800 .861 1 .584
RG .811 .815 .775 .847 .777 .723 .584 1

Key: F = Overall averaged score for entire group

Other letters represent initials of raters.
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Table 2. Inter-rater pair agreements for each interview
(21 possible pairs)

Interview

A

B

C

D

E

F

G

H

I

J

K

L

M

N

O

P

O

R

S

T

U

Total

Key: Column 1

P.A. A.D. T.D.

4 11 6

7 10 4

11 10 0

-,7 12 2

5 10 6

6 12 ...,

...)

21 0 0

7 12 2

10 10 1

10 6 5

4 11 6

7 10 4

7 8 6

7 12 .,_
-,

7 10 4

7 12 2

7 12 ,-)
.,_

21 0 0

10 6 5

11 10 0

7 10 4

183 194 64

gives interview identifying numbers,
order in which they were rated.

listed

P.A. = Perfect Agreement
A.D. = Acceptable Disagreement
T.D. = Total Disagreement
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